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Tutorial: Regression 202

This is the fourth entry in our regression analysis and modeling series. In this tutorial, we continue the
analysis discussion we started earlier and leverage an advanced technique —regression stability test - to
help us detect deficiencies in the selected model, and thus the reliability of the forecast.

Again, we will use a sample data set gathered from 20 different sales persons. The regression model
attempts to explain and predict weekly sales for each salesperson (dependent variable) using two
explanatory variables: intelligence (1Q) and extroversion.

Data Preparation
Similar to what we did in an earlier tutorial, we organize our sample data by placing the value of each
variable in a separate column and each observation in a separate row.

In this example, we have 20 observations and two independent (explanatory) variables. The response or
dependent variable is the weekly sales.

Next, we introduce the “mask”. The “mask” is a Boolean array (0 or 1), which chooses which variable is
included (or excluded) from the analysis.

Let’s use the results from the 3" entry in this tutorial series, and set the mask entry for “Intelligence” to
be 0 and the extroversion to be 1.

B C D E
Mask 0 1

Sales Person Intelligence Extroversion |$ Sales/Week
1 89 21 S 2,625
74 93 24 S 2,700
3 91 21 S 3,100
4 122 23 S 3,150
S 2115 27 S 3,175
6 100 18 S 3,100
7 98 19 S 2,700
8 105 16 S 2,475
9 112 23 S 3,625

Furthermore, let’s exclude observation #16, as it proved to be influential on our regression model.

14 111 26 $ 3,025
15 97 = S 3,625
16 115 @ S 2,750
17 113 S 3,150
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Process
To examine the stability of the regression model, we need to split the data set into two non-overlapping
data sets: data set 1 and data set 2.

The regression stability test constructs 3 different regressions models.

1. Model 1: Using observations in data set 1:
Y=a+p, X, +..+5 X

2. Model 2: Using observations in data set 2:
Y=a,+ X +..t S X

3. Model 3: Using observations in data 1 and in data set 2:
Y =ay+ f5, Xy ot Py p X

Ask the following question:
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In plain English, is any of the regression coefficients value in either data set significantly different from
that in the other data set or the combined data set?

For our demonstration purposes, we will choose the first 10 observations as data set 1, and the
remaining as data set 2 (11 to 20). Draw a line to outline the separation.

Regression 202 — Tutorial -2- © Spider Financial Corp, 2013



SPIDERFINANCIAL e S 1o-a040367

www.spiderfinancial.com Fax: 1-312-238-9092

info@spiderfinancial.com

Now we are ready to conduct our regression stability analysis.

e Select an empty cell in your worksheet where you wish the test output to be generated.
e Locate and click on the “Statistical Test” icon, select the regression stability, and click on the
“Regression” icon in the NumXL tab (or toolbar).

ﬁ A = .\ M.Jw«

DESC | STAT |Correlogram | Tranform Qutliers | Resample

STAT~ | TEST~
Su| .
o 4 Normality Test R
I-T | Analysis of Variance (ANOVA
| ¥ Multi-collinearity test D
- - #~ Regression stability test (Chow test) .1_
- #*  White-noise Test ( =
|- ite-
3 21
a | |~ ARCH effect Test 24
5 | ||~ stationary Test 21
6 | ”lr‘" Homogeneity Test ’ 23
z | [ = tegration Test ‘ 27
8 - —e |18

e The Regression Stability Test Wizard appears. Select the input cells range for data set 1 and data
set 2. Specify the input mask:

ey monyer oo I s

General | Options | Missing Values |

— Data Set 1

X1 ] Sheet2!$C$2:$D$12 | Sheet2I$E$2:$E$12

— Data Set 2
X2 ] Sheet2!§C$13:6D$22 | Sheet2! $E$13:§E$22

Groupedby (¢ Columns " Rows

Variables .
MQ | Sheet2!$C$1:$D$1|

Output [ g7

e Inthe “Options” and “Missing Values” tabs, accept the defaults.
e C(Click “OK.”
e The Chow test table is generated.
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R_egression stability test (Chow test)

Score CV. P-Value Stable? | 5.0%
0.243 3.634 21.25% TRUE

The Chow test accepts (or does not reject) the null hypothesis that the values of the coefficients are
statistically indifferent in the entire data set.

Conclusion
In this tutorial, we explored the stability of the regression in the input sample data.

Based on our finding, the model can be used for delivering a forecast using one explanatory variable (i.e.
extroversion).
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Finally, we may wonder whether we can still improve (i.e. reduce the regression error) by combining the
two explanatory variables (intelligence and extroversion)?

Answer: Maybe, but this is a topic for a different series — specifically principal component regression
(PCR).
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